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Problem Statement

We are given a audio input from speaker ‘s’ from which we obtain the spectral
frames X = {xS n}n=1NS where N_is the number of spectral frames.

We are also given a target speaker ‘t’ for which we have to generate spectral
frames X = {x. n}nlet and therefore the audio output.

The audio output should be such that it sounds like target speaker ‘t’ speaking the
linguistic content of X...

The most common way to evaluate voice conversion systems currently is to get
subjective opinion from listeners.
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Architecture of C-VAE and VAWGAN
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Sentence Embedding: VAWGAN-S
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Experiment Setup and Results
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Mean Opinion Scores for the VAE Baseline and VAWGAN



Experiment Setup and Results
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Experiment Setup and Results
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Discussion

e VAWGAN clearly outperforms VAE baseline model in both inter-gender and
intra-gender conversion tasks. Inter-gender in general more difficult than
intra-gender.

e Overall VAWGAN ratings given are better than VAE baseline which is consistent
with the results presented in paper.

e A lot of gender identification errors are made in inter-gender conversion in VAE
baseline model. VAWGAN reduced the error rate a lot.

® VCC 2018 has much longer sentences as compared to VCC 2016 and it directly
affects conversion, decreasing the MOS.



Conclusion

® The results of voice conversion using VAE and WGAN given in the paper have
been replicated.

® A novel method of extending it by using sentence embeddings as a
representation of content has been developed.

e In future, a better speaker representation like i-vectors can be used for
improving encoding and generation.



